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ABSTRACT
When reading a scholarly article, inline citations help researchers
contextualize the current article and discover relevant prior work.
However, it can be challenging to prioritize and make sense of
the hundreds of citations encountered during literature reviews.
This paper introduces CiteSee, a paper reading tool that leverages
a user’s publishing, reading, and saving activities to provide per-
sonalized visual augmentations and context around citations. First,
CiteSee connects the current paper to familiar contexts by surfacing
known citations a user had cited or opened. Second, CiteSee helps
users prioritize their exploration by highlighting relevant but un-
known citations based on saving and reading history. We conducted
a lab study that suggests CiteSee is significantly more effective for
paper discovery than three baselines. A field deployment study
shows CiteSee helps participants keep track of their explorations
and leads to better situational awareness and increased paper dis-
covery via inline citation when conducting real-world literature
reviews.
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Figure 1: CiteSee augments inline citations to known papers
to help contextualize the current paper. This includes saved
(1, red) and visited papers (2, green), papers previously cited
by current user (3”), and their own publications (♥). CiteSee
also highlights citations to unknown papers (10-12) to help
discover important prior work based a user’s engagements
on their citing papers.

1 INTRODUCTION
Science builds on the past work of others. Researchers draw from
prior work to synthesize existing knowledge, identify research op-
portunities, and find inspirations for future research. One of the
fundamental ways researchers explore and learn from the literature
is by reading scientific papers. This not only provides them insights
into individual prior work, but the related work sections also allows
scholars to discover and draw connections to additional relevant
papers via inline citations [33]. This process allows researchers
to contextualize the paper they are reading within cited work, be-
come aware of research threads that influenced the current paper,
and discover other important and relevant papers to further their
literature reviews [23, 33, 58]. Inline citations are a key resource
for discovering papers. The behavior of following multiple levels
of inline citations, sometimes referred to as chaining or footnote
chasing, has been observed across many scholar groups such as
sociology, computer science, and economics (summarized in [44]).
More specifically, one survey study estimated that inline citations
accounted for around one in five (21%) of paper discoveries during
research [33].

While inline citations are useful for discovering literature, it is
often difficult to prioritize which citations to pay attention to in the
middle of a reading task. One challenge is that even though there is
some relationship between all inline citations and the citing paper,
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Figure 2: [Left] To help users discover important prior work, unexplored citations are highlighted in different shades of yellow
to indicate their potential relevance to the user. [Right] To help users keep track of which citations were already explored and
to draw connections between familiar papers to the current paper, inline citations to familiar papers (e.g., saved) are rendered
in red. [Both] To see personalized context around inline citations, users can click on a citation to see its Paper Card with
personalized context such as citing sentences from recently read papers or the citing sentence where the cited paper was
saved.

only a subset of them will be relevant to the reader’s interests at
the time of reading. This is especially challenging during literature
reviews, where users need to read and skim many papers, each
of which may contain dozens or hundreds of inline citations. For
example, a user interested in learning about text analysis techniques
reading a paper about sentiment analysis on customer reviews might
be interested in inline citations to prior work in natural language
processing but not e-commerce marketing.

Recently, research systems have been developed to help readers
discover papers. HCI researchers have designed numerous stan-
dalone interactive paper discovery tools to support exploration of
large corpora of papers (e.g., [12, 26, 47]). NLP researchers have
developed technologies that analyze inline citations in a way that
could be assistive to understanding those citations, for instance
classifying their level of influence on the citing paper [60] or pre-
dicting their intent (e.g., whether the citation informs the methods,
background, or results) [16].

What readers do not have, but could benefit from, are tools that
provide in-situ support, within a paper, for the challenging task of
understanding how citations relate to their own nuanced, evolving
research interests and search history. Such an understanding of ci-
tations is necessary for deciding which of many citations are worth
consulting. The purpose of this paper is to design and evaluate
usable in-situ aids for prioritizing inline citations.

The key insight motivating our eventual design for citation pri-
oritization aids arose from need-finding interviews (described in
Section 3): participants wished for a tool that helped them keep
an eye out for prior work that is cited by multiple papers they had
read in a literature review. To continue the scenario above, if a user
noticed a paper cited from both a paper about aspect extraction on
customer reviews and another paper about sentiment analysis on
news articles, the cited paper was expected to be more relevant and

salient to the reader’s interest of text analysis techniques. However,
keeping track of which papers are cited by multiple papers during a
literature review is impractical in current reading tools: papers use
opaque identifiers for citations, like reference numbers or author-
year abbreviations that differ across papers. Current reading tools
do not keep track of which citations a reader has seen before (a
basic affordance that sees widespread use in web browsers, which
render hyperlinks in purple color when they have already been
visited). Even if a reader does recognize a citation that they have
seen in another, they likely will not be able to recall the context
from which it was cited in other papers (e.g., which sections and
the citing sentences), making it difficult to assess their importance
and relevance across their corpus. These factors led participants in
our preliminary interviews (described in a later section) to point
a concern of “missing out” on prior work that is well-known and
frequently cited by other researchers working on similar topics.

In this paper, we introduce and explore the idea of a personalized
paper reading experience that augments citations in a reading tool
based on their connections to the current user. We developed a
Chrome-extension PDF reader for scientific papers called CiteSee.
Leveraging a user’s paper library, publication record, and reading
history, CiteSee visually augments scientific papers to help users
keep track of citations to known papers and prioritize their explo-
ration to citations to unknown prior work that were likely relevant
to their literature review topics (Figure 4). One key motivation here
is that a user’s publications and paper libraries can potentially rep-
resent their longer-term research interests, and their recent paper
reading history can potentially represent their fluid and shorter-
term research interests, such as during literature reviews for new
projects. In addition to visually augmenting inline citations, to help
users better make sense of the cited papers, CiteSee keeps track
of a consistent and personalized context of how different papers
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connect to the user’s previous activities, for example, reminding
users of the context of how they discovered different papers saved
in their library or how an inline citation was described by other
papers in their reading history (Figure 2). The final design of Cite-
See was driven by need-finding interviews with five researcher
participants with varying research experiences (described in a later
section), as well as several months of internal testing, design, and
evaluation by the research team. The primary design challenge we
addressed was to develop in-situ indicators that were simultane-
ously deeply informative about the contexts where a citation has
been encountered before, while also being subtle, integrating into a
paper reading experience without distracting or overwhelming the
reader. This paper contributes:

(1) A prototype scientific paper reading tool, CiteSee. While
priorwork either analyzes inline citations in a non-personalized
way [16, 60] or only support personalized paper discovery
independent of reading [12, 26, 47], CiteSee explores the
idea of a personalized reading experience focused on helping
users make sense of inline citations and prioritize which
citations to further consult during reading.

(2) Mechanisms for augmenting inline citations that have con-
nections to a user’s previous activities and providing a con-
sistent and personalized historic context to help users dis-
cover, save, and keep track of important prior work during
literature reviews.

(3) A controlled lab study (N=10) focusing on paper discovery
during reading which shows our simple highlighting strat-
egy was significantly more effective than three baselines,
including one that utilizes a more sophisticated semantic
embedding technique.

(4) A field deployment study (N=6) with real-world literature
review tasks which offers qualitative insights of how CiteSee
helped participants prioritize and keep track of explorations
with results suggest a 2.7x increase in paper discovery rate
via inline citations compared to previously reported numbers
that were based on self-reporting [33].

2 RELATEDWORK
To better support the literature review process in a scientific paper
reader interface, we look to prior work in exploratory search [39],
sensemaking [51], and information foraging [46] behavior for user
models to guide the design of our system. For example, we assume
the process of literature review to be exploratory in nature, where
users initially might not have clear ideas about the information
they are seeking but crystallize their goals as they explore and learn
from the literature [39]. During this sensemaking process, users
can also develop their own schemas for organizing the literature,
such as forming different categories (e.g., subdomains) of prior
work as they read, guiding their subsequent exploration [51]. Most
importantly, instead of deep reading each article, users often skim
[4, 19, 28] and switch between large numbers of scientific papers
(i.e., information patches) to optimize their information foraging
efficiency (e.g., the rate of discovering important information and
prior work) [46]. For example, by augmenting inline citations with
behavior traces (e.g., citation statements from previous readings),
CiteSee can potentially enrich the information scants [46] between

papers to help users to better prioritize which inline citations to
follow when conducting literature reviews.

2.1 Scientific Paper Reading Interfaces
Research in general active reading has pointed to issues users of-
ten face when reading to conduct knowledge work [6, 56, 57]. For
example, one major challenge that users often struggle with is
cross-referencing within and between documents [6, 40, 41, 57].
Similarly, early research on scientific paper reading interfaces has
focused on better support for cross-referencing citations. Specif-
ically, they used heuristics and machine learning techniques to
identify inline citations in research papers and map them to items
in the references sections. This mapping enabled interactions that
helped users avoid the high interaction costs of scrolling to the
references section to contextualize citations as they read. For ex-
ample, [48] demonstrated an interaction where users could click
on a citation in the text to receive its corresponding title and au-
thors in a popup card. Beyond lowering interaction costs, recent
work has also explored cross-referencing relevant content to help
users better understand the current paper. For example, ScholarPhi
allowed users to cross-reference between terminologies or math
symbols and their definitions interactively [27]; and a thread of
work focused on allowing users to point to different parts of a figure
or table to highlight corresponding texts in the paper [2, 32, 34]. In
contrast, instead of focusing on within-document cross-referencing
for a single paper, we focus on supporting users in cross-referencing
between scholarly papers as they reencountered the same citations
to better support literature reviews, allowing users to identify and
follow important citations to explore different papers while keeping
track of how the same citation was described across different papers
the users have read.

In a system more closely related to our work, CiteRead is a
non-personalized, paper-reading tool that annotates an opened pa-
per with relevant information extracted from incoming citations of
follow-on papers, allowing users to explore how the current paper
has influenced later research [49]. In contrast, our work focuses on
augmenting outgoing citations to relevant prior work when reading
multiple papers to help users make sense of the overwhelming
quantity of relevant prior work based on their specific, personal
interests. Unlike prior work above that does not consider users’
interests, CiteSee generates personalized annotations by exploiting
users’ recent reading history to capture their fluid interests during
literature reviews.

2.2 Paper Recommendation and Exploration
Besides improving the reading experience, research has also de-
voted significant efforts to helping researchers discover interesting
papers to read independent of the reading experience [3]. Onemajor
thread of research inmachine learning has focused on recommender
systems that allow users to rate a set of seed papers to train an
agent that can provide a list of recommendations based on paper
contents [45, 54], the citation graph [24, 29, 63], or a combination
of the two [17, 62]. For example, Specter [17] can generate a list of
paper recommendations by computing document-level embeddings
for scientific papers based on a language model trained on paper
titles, abstracts, and their references. In our evaluation, we used
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Figure 3: CiteSee augments inline citations based on a user’s reading history and paper library. [Top]Anoverviewpage inserted
by CiteSee shows the statistics of different augmentations in the current paper. Users can toggle different augmentation types
to avoid distraction. Users could also see Paper Cards for augmented inline citations in list views. [Bottom] Inline citations
are visually augmented based on their connections to the current user. For example, to help users keep track of citations to
already explored papers, previously opened or saved papers were rendered in green or red, respectively; to help users discover
relevant and unexplored papers, citations also cited by papers in their reading history is highlighted in different shades of
yellow. See Figure 4 for different types of visual augmentations supported by CiteSee.

Specter as one of our baseline approaches for ranking and recom-
mending inline citations in a reading environment. In contrast to
generating lists of paper recommendations, HCI researchers have
also explored interactive visual interfaces for exploring citation
graphs. For example, early work from the 90s allowed users to
search and explore forward and backward citations of a seed paper
in a 3D environment [38]. More recently, Apolo and PaperPole
took a mixed-initiative approach that allowed users to explore and
create visual topic clusters of citations around a seed paper and
provided paper recommendations for further refining the structures
[12, 26]. PaperQuest allowed users to specify sets of seed papers as
“Core Interests” or “To-reads,” which contributed different weights
for ranking their references as recommendations [47], but did not
present evaluations to justify this technique. Threddy allowed users
to collect clips from papers and provided an exploration interface
showing additional papers relevant to the collected clips [30], but
did not support triaging exiting references in the current paper
a user is reading. More fundamentally, prior systems described
above focus on developing a separate bespoke interface and do not
support paper discovery during reading which accounted for a sig-
nificant proportion how scholars became aware of prior work [33].
In contrast, we design a personalized reading tool to improve users’
current behavior of discovering prior work through highlighting
inline citations in-situ in a reading interface [33, 59]. To highlight
the inline citations for paper discovery, our scoring techniques is

inspired by [47], but instead of requiring users to explicitly spec-
ify a set of paper of interest, we exploited a user’s paper reading
history and engagement with the different papers to carefully in-
corporating these signals into the visually-dense medium of the
paper with appropriate controls, and evaluating them both in-lab
and field deployment studies in comparison to three baseline ap-
proaches. Finally, Kang et al. [31] explored generating explanations
of emailed paper recommendations based on personalized social
signals (i.e., a paper’s relations to familiar authors). While both [31]
and CiteSee aimed to provide personalized contexts around papers,
we focused on providing a personalized historical context around
inline citations in a reading environment (e.g., the previously read
paper and citing sentence where an inline citation was saved from)
to support the literature review process where users are likely more
concerned with finding papers based on topic relevance instead of
social signals.

3 PRELIMINARY INTERVIEWS
In early phase of the project, we conducted preliminary interviews
to better inform ourselves about how researchers make sense of
inline citations as they read, and the common limitations and needs
that arise during literature reviews. This is primarily to help us
develop a set of design goals listed in Section 4.3 to motivate system
designs. For this, we recruited five participants with varying re-
search backgrounds and experiences: 1 industry research manager,
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1 assistant professor, 2 PhD students, and 1 predoctoral researcher
working on HCI, CV, or NLP research.

Before the interviews, we generated eight scientific paper reader
interfaces mock-ups aimed to address different potential issues
as design probes. Similar to a scheme used in [27, 48], all eight
designs allowed users to click on an inline citations and bring up
paper context card with the title and abstract of the cited paper.
In addition, different designs highlighted inline citations using
different strategies and showed different additional context in their
Paper Cards (described below in the context of our findings.) In the
first 20 minutes of the interview, participants searched online for
an interesting paper to read, and performed think-aloud focusing
on the inline citations as they encountered them. The second half of
the interviews consisted of walking through the design mock-ups
for 40 minutes, where we probed how strongly they reacted to the
issues each design aimed to address. The interviews were recorded
for analysis. The first author went through the recordings and used
an open thematic analysis process to capture qualitative insights
[7, 18]. The rest of this section lists the common themes from the
five interviews, describes the design probes when relevant, and
formulates our design goals based on these findings.

3.1 Fear of Overlooking Important Citations
While some participants recalled paying less attention when read-
ing to understand a paper quickly (e.g., to figure out the accuracy of
a machine learning model), all participants emphasized the impor-
tance of using inline citations during literature reviews to discover
important prior work. The most common sentiment was a fear of
missing out on important prior work when citations were over-
looked. More specifically, they described how not being aware of
closely related prior work could have severe consequences, even
when it was not highly cited globally – for example, putting sig-
nificant research effort into an approach that had already been
explored or being unaware of a paper that “everyone else working
on this are citing.”

We showed two design probes that annotated inline citations to
facilitate paper discovery. The two reader designs that automati-
cally highlighted inline citations in the current paper that either
had similar titles to papers saved in a user’s paper library or were
cited by other recently read papers, respectively. Participants re-
acted more positively to the second idea. For the first idea, we
found participants had concerns around the accuracy of measuring
semantic similarity between papers and the lack of explanations.
In addition, participants also pointed to how their existing folders
often represent longer-term interests that might not correspond
to their interests during literature reviews which can be fluid and
shorter-term. In contrast, when responding to the second idea,
many participants recalled experiences in the past when they were
reading different papers and noticed citations to the same prior
work, often leading to important discoveries. However, they also
agreed that this requires them to examine the right inline citation
across different papers by chance and was not a signal that they
could consistently notice.

3.2 Progress Tracking and Loss of Context
Participants described using different strategies to save papers to
read or keep references. For example, queuing papers in browser

tabs, copying and pasting paper titles to external documents, or
maintaining libraries and folders. One user challenge here was
keeping track of sufficient context around saved papers. Partici-
pants recalled revisiting a saved paper but not remembering why
it was saved (or kept opened in a browser tab.) Participants saw
potential in designs that tracked their exploration trails, such as
search queries and citing sentences relevant to a paper, to help
them remember why it was saved in the first place.

At a high level, while different participants had varied levels
of interest in designs that augmented the inline citations in dif-
ferent ways, all participants responded positively to the idea of
having consistent annotation and context for the same citations
when reading different papers (i.e., citations to the same papers
are annotated the same way across reading different papers). For
example, all participants responded positively to a simple design
that rendered inline citations in different colors based on whether
they were previously opened in the reader or saved to their libraries.
More fundamentally, participants expressed how it is high cost to
synthesize information across different documents about the same
papers. For example, using a separate spreadsheet or word docu-
ment to keep track of important papers and maintain persistent
context around them, such as collecting citing sentences across
different papers they had read.

3.3 DESIGN GOALS
Based on the above, we formulated the following design goals for
a novel scientific paper reading interface to support the following
during literature reviews:

• [D1] Augment citations to unknown papers that are also
cited by papers in a user’s reading history to help users
discover prior work relevant to their literature reviews.

• [D2]Augment citations to known papers (such as previously
visited or saved papers) to connect the current papers to
familiar contexts, helping users understand whether a paper
belongs to a pocket of literature they have already explored
or not.

• [D3] Help users better make sense of inline citations by
keeping track of how a user interacted with different papers
to present consistent and personalized contexts. For example,
clicking on an inline citation allows users to see how the
cited paper is discussed across different papers that the user
has read in the past.

4 SYSTEM DESIGN
Motivated by the design goals and exploratory interviews, we de-
veloped a novel scientific paper reader called CiteSee. When using
current scientific paper reading interfaces, to become aware of cita-
tions to papers a user has seen before, they would have to recognize
the papers either by reading the sentences around the citations or by
searching through paper titles in the references section. In contrast,
CiteSee keeps track of a user’s reading history and paper library to
visually augment inline citations both to papers already explored
in the past and to important but unexplored papers (Figure 4). One
challenge here is that users might not be able to remember their
past interactions with different papers even when their inline cita-
tions are augmented by the system. To support this, CiteSee allows
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Figure 4: Overview of different visual augmentation types,
with one category for citations to unexplored papers, and
four categories for explored / familiar papers.

users to click on an inline citation to see personalized contexts in a
Paper Card (Figure 2), such as the last time the paper was opened
or the citing sentences from across papers they have recently ex-
plored. Together, these features provide a personalized reading and
exploration experience by augmenting and providing consistent
and personalized historic context around citations.

4.1 Overview of Citation Augmentation Types
Similar to prior work in scientific paper reader interfaces [27, 48],
CiteSee allows users to interact with an inline citation by clicking
query for information about a cited paper in a popup Paper Card
(figure 2). The Paper Cards include the title, authors, publication
year, abstract, abstract summary [9], and citation count of its corre-
sponding inline citation. This allows users to make quick judgments
about the inline citations without scrolling to the references section
at the end of the paper. While prior systems focused on surfacing
non-personalized context around citations, CiteSee also provides
personalized context based on a user’s reading and publication
history. For this, CiteSee visually augments the inline citations to
indicate different ways the cited papers are connected to the cur-
rent user. Figure 4 shows an overview of how inline citations are
visually augmented in our system as detailed below:

• Reencountered Citations: Citations that also appeared in
other papers in a user’s reading history are highlighted in
different shades of yellow to orange based on the user’s
engagement with the citing papers.

• Visited Papers: Citations to papers previously opened by
the user are rendered in green.

• Saved Papers: Citations to papers saved in a user’s library
folders are rendered in red.

• Cited Papers: Papers that are cited by the user’s own publi-
cations are annotated with a red quotation mark at the upper
right corner.

• Own Papers: Heart emojis are rendered over the inline
citations to the user’s previous publications.

When multiple augmentations are applicable for the same inline
citation a simple heuristic to prioritize them: If a paper was both
visited and saved, we only apply the saved paper augmentation. If
a paper was previously published or cited by the user, we prevent
reencountered citation annotation from being applied to avoid over
highlighting papers already known by the users for discovery.

In addition, when clicking on a inline citation, CiteSee provides
personalized historic context in the form of Paper Cards (Figure 2),
allowing users to see their past interaction related to the cited
paper to help them recall a known paper or better make sense of
an unexplored paper. Below, we describe how CiteSee uses these
core mechanisms to support different user needs when conducting
literature reviews. We first describe an example user scenario to

ground our designs, and then unpack details of the various features
and how they address the design goals above.

4.2 Example User Scenario
Consider an example where a researcher wants to learn more about
automatic image captioning. She starts searching on a scientific
document search engine and opens a few papers from a search
result that looks promising and published recently. As she reads
the papers, she pays closer attention to the inline citations so that
she can have good coverage of the important prior work in the area.
However, she wonders if she has skimmed through andmissed some
citations to important prior work, but there is also a diminishing
return in spending time looking up the titles of inline citations
in the references section since the chances of her encountering
citations to papers she has already read increases as she explores
more papers in the area. More fundamentally, being new to the
domain, it can sometimes be difficult for her to judge the importance
of a citation based on how it was described in the current paper.
For each citation she was unsure about, she could search online to
check its citation count, abstract, and cross-reference to see how it
was described in other papers that cited it. However, it would be
too costly and disruptive to go through this process for each inline
citation that might be useful.

Feeling overwhelmed, she switches to the CiteSee reader and
opens up the same papers (Figure 3), and can immediately see which
inline citations were already opened in her browser tabs. After
reading a couple of papers in CiteSee, she started to notices the
reader highlighted citations based on her reading history. She can
now see inline citations to papers she has already opened rendered
in green text, or papers saved in her library folders rendered in red
text (Figure 4). On the other hand, citations to unexplored papers are
also prioritized with different shades of yellow highlights based on
how many papers in her reading history also cited them (Figure 4).
These personalized augmentations allow her to contextualize the
current paper by surfacing citations to familiar papers and focusing
her attention on examining the most important citations when
trying to find other relevant papers to read.

As she reads, she notices one of the inline citations about the
training dataset used in the current paper was highlighted in a
darker shade, indicating potential high relevance (Figure 4). How-
ever, she wonders if the training dataset is popular amongst image
captioning researchers. To better make sense of the citation, she
clicks on it to pop up a Paper Card (Figure 2) that contains more
context(s) around the cited paper. She could see general information
about the cited paper on the Paper Card, including the title and the
abstract. She also notices that it was highly cited with 500 citations,
suggesting that it is a high-quality and popular dataset. However,
both the current and cited dataset papers were published more than
six years ago, and she wonders if the dataset is still relevant today
or if newer datasets have replaced it. To address this, she scrolls
down in the Paper Card to find that two other papers from her
recent readings have also cited the same dataset paper and were
published this year. She looked at the citing sentences from both
of these newer papers, confirming that it was still being used in
recent work. Feeling more confident, she uses the bookmark button
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in the Paper Card to save the cited paper in her image captioning
datasets library folder.

As she continues to explore and readmore papers, she notices the
overview pages added by CiteSee to the top of each documents allow
her to make quick judgements about the current paper (Figure 3).
For example, seeing that 6 out of the 45 citations in the current
paper were already saved in her library gave her confidence that
the current paper is relevant to her topic of interest; and seeing
that she had previously opened 12 of the inline citations gives her
a sense of overall progress that she had covered many important
work in the area. As she explores and builds up more papers in her
library and reading history, CiteSee continues to learn more about
her interests, allowing her to prioritize unexplored inline citations
most related to her interests and use their Paper Cards to access
a persistent historical context to see how relevant past activities
around each citation.

4.3 [D1] Discover Relevant Citations
Our first design goal was to help users more effectively explore in-
line citations during literature review by leveraging reencountered
citations across papers in a user’s reading history. For this, when
opening a new paper in CiteSee, the PDF file is analyzed and linked
to a paper entity on the Semantic Scholar academic graph using its
APIs. This information allows CiteSee access to general informa-
tion about both the current paper and papers listed in its references
section, such as their titles, abstracts and citation counts. Details on
how CiteSee processes raw PDFs of scientific papers are described
in Section 4.6. After the current paper is analyzed, CiteSee compares
citations in the current paper with citations in other papers the
user had recently opened. Based on this comparison, the system
then highlights the reencountered citations (Figure 4) that also
appeared in multiple papers the user had recently opened, drawing
the user’s attention to them. To help users further prioritize their
attention amongst reencountered citations, CiteSee uses different
shades of yellow to orange highlighting based on the relevance of
each inline citation (Figure 4). By default, CiteSee uses the 20 most
recently read papers in the user’s history, but this window can also
be adjusted by the user using a slider to capture part of her reading
history relevant to her current task (Figure 5).

CiteSee uses implicit and explicit signals that measure users’ en-
gagement levels with each paper to further scale the shades of the
highlights. We use the following heuristic for each inline citation
to estimate its degree of interest for the current user: each paper
in the reading history that cites the inline citation contributes 1
point. Then, an additional 0 to 1 point is added based on the esti-
mated proportion it was read. For this, CiteSee tracks the maximum
vertical scroll position proportional to the length of the paper to
estimate the users’ reading progress. Users can also click on the read
button on the top menu bar to explicitly set this estimation to 100%
(Figure 3). Two additional points are added for each citing paper
saved in the library. For this, users can save a paper to their library
using the bookmark icon in the menu bar (Figure 3) or from a Paper
Card (Figure 2). Finally, the total score is capped at 5 points when
scaling the shades of the highlights. The assumption here is that
opening a paper from the search results indicates moderate interest
(1 point); saving a paper to the library indicates a higher interest (2

Figure 5: Users can adjust the length of the inclusion history
to include papers relevant to their current task.

points); and the more a paper is consumed, the higher the interest
(0 to 1 points). This allows CiteSee to avoid over highlighting inline
citations when a user opens many papers from a search result that
might not all turn out to be relevant and important (a phenomenon
we encountered in early design iterations.) Further, when a user
opens a paper but later decides it is irrelevant, they can also use
the delete button in the menu bar (Figure 3) to remove it entirely
from their reading history, preventing it from contributing points
to inline citations in other papers.

4.4 [D2] Surfacing Familiar Papers
Our first design goal aimed to direct the users’ attention to inline
citations to unexplored papers to help them discover and save
important prior work relevant to their recent readings. In contrast,
our second design goal aimed to surface citations to papers familiar
to the current user, allowing them to contextualize the paper better.
For this, CiteSee augments inline citations using two approaches.
First, similar to how web browsers render visited and unvisited
hyperlinks on web pages using different colors, citations to visited
papers and saved papers in CiteSee are rendered in green and
red, respectively (Figure 4).1 This visual augmentation allows users
to see which citations are to papers they had already explored or
saved previously. In addition, when the user opens or saves a paper,
its corresponding inline citation turns green or red in real-time,
allowing her to keep track of which citations in the current paper
were already covered. Second, CiteSee leverages a user’s publication
history as another source for finding papers familiar to the user,
allowing the system to visually augment inline citations to the
user’s own papers and the papers cited by them (cited papers,
Figures 4 and 2).

4.5 [D3] Paper Cards with Personalized
Context

Making sense of inline citations can be challenging because the
information in the current paper might be insufficient to judge their
importance and relevance to the topic of interest. By highlighting
inline citations in the current paper as described in the previous
section, CiteSee allows users to identify reencountered citations
amongst their recent readings more efficiently. However, users
1In early design iterations we used blue and purple to be consistent with hyperlink
in the browser, but we noticed a few publishers already use these colors for inline
citations. Therefore, we switched to red and green to avoid confusion.
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might need context beyond the citing sentence in the current paper
to draw connections between a citation to different papers they had
read. Our second design goal focused on providing personalized
context around inline citations based on papers in a user’s reading
history to address this issue. When a user clicks on a highlighted
reencountered citation, its Paper Card also contains the title of
other papers in her history that contained the same citation. In
the Paper Card, users can also examine the citing sentence across
different papers, allowing them to see how the same paper was
discussed across different papers they had read without manually
cross-referencing between multiple documents. To further remind
users how engaged they were with the citing papers, CiteSee also
shows the last time each was opened and the estimated reading
progress. Similarly Paper Cards of citations to familiar papers based
on a user’s publication history also show the titles of the user’s
publication and the relevant citing sentences. Finally, when saving
a citation from its Paper Card, CiteSee keeps track of the context
it was discovered, i.e., the current paper and the citing sentence.
This context is then added to its Paper Card whenever the user
re-encounters the same citation across different papers and in their
library, as a way to remind them why it was saved in the first place
(Figure 2, right).

In sum, CiteSee augments inline citations based on the current
user’s reading and publication history, allowing them to pay closer
attention to citations to relevant or familiar papers for context and
discovery. While it can be challenging for users to remember all
the papers they had previously explored, the Paper Cards become
a consistent and personalized context around each paper accessible
whenever the users encounter the same citations while reading.

4.6 Implementation Details
The front-end of CiteSee was built on the open-source ScholarPhi
codebase [27]. Around 5,000 lines of TypeScript and ReactJS code
were added, resulting in around 17,000 lines of code in the final sys-
tem. Since many users primarily read papers from online sources or
local files, we implemented CiteSee as a Chrome-extension which
allowed us to become the default PDF reader for both their browsers
and operating systems to ensure participants continued to engage
with the system throughout the field deployment study. The back-
end was implemented in around 1,000 lines of Python using Flask
and PostgreSQL to track user data, such as reading histories and
behavior logging for our field study. We also use Grobid [36] for
parsing and extracting citations and references from raw PDFs of
scientific papers. To process PDFs on the fly, we set up Grobid in
the server mode, allowing the front-end to upload PDF files to the
backend for analysis. The Grobid server analyzes PDFs using a pre-
trained conditional random fields model to identify the bounding
boxes of inline citations and resolve them to the corresponding
titles in the references. Processing time depends on the length of
the PDFs, and a paper with 10-15 pages typically takes 5-15 seconds
to process. During processing, users can freely browse the PDF
document in CiteSee before the augmentations appear. We use the
Semantic Scholar APIs to access users’ publication history, paper
libraries, and metadata about papers, such as their titles, abstracts,
and abstract summaries generated by [9].

To ensure no sensitive user data is compromised, we only au-
tomatically processed PDFs hosted on known domains of scien-
tific paper archives (e.g., ACM, IEEE, AAAI, ArXiv, and ACL). For
PDFs not hosted on known domains (including local files), CiteSee
prompts users for permission to upload and process the PDF file
for analysis. While the backend caches the processing results for
repeated access to the same papers, the cached data only contains
the coordinates of inline citations and their Semantic Scholar paper
IDs. The uploaded PDF files are discarded after processing, and
only a SHA1 hash of each file is kept for indexing. Finally, to ensure
CiteSee is stable enough for field deployment, the research team
used the extension internally to identify bugs and usability issues
and provided feedback to improve the design of the system during
the five months of development.

5 STUDY 1: DISCOVER RELEVANT
CITATIONS

One of CiteSee’s core functionalities for supporting our first design
goal is to highlight citations to relevant prior work during literature
reviews. For this, CiteSee highlights citations in the current paper
that are also cited by papers in a user’s reading history. The main
goal of Study 1was to validate this approach by comparing it against
three baselines using a controlled lab study. The study involved
participants reading a set of three papers with the task of finding
citations that were helpful in supporting a literature review scenario.
Figure 6 shows the overview design of Study 1.

To test in a more realistic literature review scenario, we collected
real-world paper collections for three topics:

• Topic 1: Challenges UX designers face when working with
unfamiliar AI technologies [20, 21, 64].

• Topic 2: Top NLP techniques for extracting science concepts
from research papers [5, 22, 65].

• Topic 3: Handheld controllers with haptic feedback for vir-
tual reality applications [13, 53, 55].

Specifically, Topic 1 was the required readings from a graduate-level
HCI course,2 Topic 2 was the top-performing papers on the SciERC
dataset [37] public leaderboard3, and Topic 3 was virtual reality
controller papers published at the SIGCHI’19 conference [1].

At the beginning of the study, participants choose one of the
three topics that most interested them to ensure engagement with
the study. During the study, participants examined the three papers
from their chosen topic in two passes to simulate activity in a
literature review. The first pass was designed to build up their
reading history and to learn the common theme of the three papers.
The second pass was designed as a literature review task where
they actively examined citations to find important prior work while
justifying their choices and the signals they paid attention to by
thinking out loud. More specifically, in the first pass, participants
read the abstracts of the three papers and wrote a short summary
of the common theme. The summaries they wrote were then used
as the topic of interest for their literature review task in the second
pass.

2https://docs.google.com/document/d/1tR7G1ghLYpcqFj3v_
E3CEBTAINIJuMTOumR1CCfykoo
3https://paperswithcode.com/dataset/scierc

https://docs.google.com/document/d/1tR7G1ghLYpcqFj3v_E3CEBTAINIJuMTOumR1CCfykoo
https://docs.google.com/document/d/1tR7G1ghLYpcqFj3v_E3CEBTAINIJuMTOumR1CCfykoo
https://paperswithcode.com/dataset/scierc


CiteSee: Augmenting Citations in Scientific Papers with Personalized Context CHI ’23, April 23–28, 2023, Hamburg, Germany

Figure 6: Overview of Study 1. Comparing different highlight strategy for helping users to discover important inline citations
for literature reviews. Participants rated all highlighted inline citation as each was encountered. Participants were blind to
which strategies was used for each highlighted inline citations. In Study 2, we use the winning strategy as part of a field
deployment study.

After completing the first pass, the system pooled citations se-
lected from the introduction and related work sections using four
different strategies. To help control for the length of the study, we
selected the top five citations using each strategy (random when
tied). The four strategies are as follows:

• Reencountered Citations (System): Our personalized ap-
proach that selected citations also cited by the other two
papers.

• Linear Reading: A non-personalized baseline that assumes
users read papers linearly and select the first five citations.

• Global Citation Count: A non-personalized baseline where
citations to the five most highly cited papers are selected.

• Specter Similarity [17]: A strong personalized baseline that
uses semantic embeddings to select five citations that are
the most similar to the mean vector of the three papers.

Since different strategies can select the same citations, this resulted
in 12 to 20 total highlighted citations per paper and a total of 126
citations over the 9 papers tested. Of the 126 citations, 35 were
selected by two strategies, 6 were selected by three strategies, and
2 were selected by four strategies.

At the start of the second pass, we walked through the different
components in the Paper Cards, such as the global citation counts,
citing sentences from the other two papers (when available), and
abstract summaries (generated by [9]) as described in the System
section, participants could click on any citations as they read to
see their corresponding Paper Cards. In addition, we also included
the Specter embedding cosine similarity in the Paper Cards during
Study 1 in all Paper Cards so that participants were exposed to the
underlying signal for the Specter strategy. During the second pass,
participants were instructed to read through the Introduction and
Related Work sections of each paper and to pay close attention to
the highlighted citations. As they encountered each highlighted
citation, participants answered the following two questions using
a 5-point Likert scale for agreement in a separate survey form
that listed the titles and reference numbers of highlighted citations
and participants used in-page search to find the corresponding
questions:

• Primary measure (LitReview): This paper is important
for understanding the theme I wrote down. If I were to write

a literature review, it would be important for me to read and
include this paper.

• Secondarymeasure (CurrPaper): This paper is important
for understanding the current paper.

Here, the first statement was the primary measurement of our study,
and the second statement was designed to ensure participants were
actively differentiating the topic of the current paper and the higher-
level topic for their literature review scenario. Finally, the study
ended when a participant finished rating all of the highlighted
inline citations.

We recruited a total of ten participants across three universities
and a research institute. To ensure participants were engaged in
the tasks, we used convenience and snowball sampling to find
participants who are likely to be interested in one or more of the
topics we prepared (mean age: 28.3; SD:4.1; 8 male and 2 female; 8
PhD students, 1 postdoc, and 1 industry research scientist). Four of
the participants chose Topic 1, three chose Topic 2, and three chose
Topic 3. The study took around 1 hour and each participant was
compensated $35 USD. This study was approved by our internal
review board.

5.1 Study 1 Limitations
Literature reviews can be mentally taxing and time-consuming,
making it challenging to study in a lab environment. In early iter-
ations of Study 1, we asked participants to deep read four papers
while testing the four different highlighting strategies separately.
While this design is more realistic and allowed participants to judge
the four strategies individually and more holistically, it turned out
to be too cognitively demanding and led to fatigue and failing to
complete the study within 60-minutes. We iteratively arrive at the
final design of reading the first parts of three papers in two passes to
simulate literature review activities. This design was a compromise
to control for the length and cognitive demand of the study, and
it allowed us to compare multiple discovery highlighting strategy
based on human judgements. While we only tested citations in the
Introduction and Related Work sections, we believe citations are
typically most concentrated in these sections. This design allowed
us to ask participants to judge many citations while controlling for
the amount of text they needed to read to maximize the data we
can collect in 60-minute. Although participants were exposed to



CHI ’23, April 23–28, 2023, Hamburg, Germany Chang et al.

Figure 7: Probability of Likert responses of our reencounter-
ing highlighting strategies and three baselines in isolation
based on a CLM model.

explanations related to the four strategies in the Paper Cards, we
did not reveal how the citations were chosen. After the study, we
revealed that they were rating citations highlighted by different
strategies, and participants self-reported that they were not aware
of it and assumed there was a single selection method. To com-
plement Study 1, we also conducted a field deployment in Study
2, where participants used CiteSee with the winning strategy we
discovered in Study 1 for a prolonged period of time conducting
their own real-world tasks.

5.2 Study 1 Results
Based on their think-aloud, participants engaged with the literature
review scenarios and actively judged the connections between the
cited papers and the summaries they generated in the first pass. For
the same paper topics, participants generated similar summaries but
with some variations for abstraction. For example, one participant
who picked Topic 3 focused their literature review around hard-
ware controllers that can simulate holding physical objects, while
another participant focused on techniques for depicting physical
sensations. Similarly, some participants who picked Topic 2 were
focused on named entity recognition for scientific concepts while
others focused on the more general topic of named entity recogni-
tion for low-resources domains. Participants also used a wide range
of signals to make judgments about citations. Most immediately,
they used the citing sentences and titles and abstracts of the cited
paper to figure out how closely connected the citations were to the
current paper and how relevant they were to the topic of interest.
The two citation-based signals in the Paper Cards were also fre-
quently mentioned. Specifically, this included the global citation
counts and whether the citations were also cited by the other two
papers in the assigned set. Most participants paid less attention to
the Specter embedding distance on the Paper Cards. Instead, some
mentioned that reading the titles and abstracts was often sufficient
to see similarities between the three papers and cited papers, and
the score sometimes acted as a validation of their judgment.

A total of 417 five-point Likert-scale responses were collected
from the ten participants (180, 108, 129 responses for each topic, re-
spectively). We conducted a multiple regression analysis predicting
the responses as a function of the fixed-effects of four strategies, rep-
resented as binary variables, and participant-specific random effects
to account for variation in the user population and within-subjects
correlation in responses. To handle ordinal Likert responses, we fit
the following Cumulative Link Mixed (CLM) Model:

Figure 8: Study 1: Coefficients of four citation selection
strategies based on an ordinal regression analysis for our
primary (LitReview) and secondary (CurrPaper) measures.
Confidence intervals that do not contain zero indicate sig-
nificant correlation with the outcome Likert-scale ratings.
A positive coefficient indicates the strategy is useful for sup-
porting literature reviews (LitReview) or reading the cur-
rent paper (CurrPaper). Combined with a permutation test,
results suggest the system strategy (Reencountered) signifi-
cantly outperformed the three baselines for both measures
(Section 5.2).

Likert ∼Reencountered + Specter + Global + Linear + (1|Participant)

with a logit link using the R ordinal package [14];4 estimates for the
fixed-effects 𝛽 of each strategy are reported in Figure 8.5 We fit one
model for each of our primary and secondary measures—LitReview
and CurrPaper. Figure 8 reports the estimated coefficients of differ-
ent strategies and their confidence intervals, and Figure 7 reports
the estimated probabilities of Likert ratings for each condition in
isolation.

We performed tests to verify the quality of fit of our CLMmodels
to the observed data. First, to test whether any strategy has a sig-
nificant effect on the ratings, we performed a likelihood ratio test
of our CLM model against a reduced model with only an intercept
and subject-specific random effects.6 For both measures, our full
CLM model provides a significantly better fit to our data than the
reduced model (LitReview: 𝜒24 = 151, 𝑝 = 2.2e−16 < 0.001***; Cur-
rPaper: 𝜒24 = 88.967, 𝑝 = 2.2e − 16 < 0.001***). Next, we considered
inclusion of an extra fixed effect to control for paper topics, and
found that the paper topics do not explain a significant amount
of variability in the ratings that was not already captured in the
strategy coefficients (LitReview 𝜒22 = 1.2777, 𝑝 = 0.5279; CurrPaper
𝜒22 = 1.5998, 𝑝 = 0.4494).

Focusing on our primary measure LitReview results from Fig-
ure 8, two strategies had a significant and positive effect on the

4https://cran.r-project.org/web/packages/ordinal/index.html
5CLM models rely on an assumption of proportional odds—that is, each strategy has a
similar effect on different levels of the Likert response. We verify this assumption is
not violated via a Brant test [8] using the brant library in R.
6https://www.rdocumentation.org/packages/car/versions/3.0-12/topics/Anova

https://cran.r-project.org/web/packages/ordinal/index.html
https://www.rdocumentation.org/packages/car/versions/3.0-12/topics/Anova
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Likert responses (Reencountered: 𝛽 = 2.23, 𝑝 = 3.3e−22 < 0.001***;
Specter: 𝛽 = 0.65, 𝑝 = 5.8e − 3 < 0.01**) while the other two base-
lines did not (Global: 𝛽 = −0.43, 𝑝 = 0.12; Linear: 𝛽 = −0.27, 𝑝 =

0.30). This result suggests that strategies that leverage reading his-
tory to find important citations for literature reviews outperform
those that do not consider this personalized signal. To further com-
pare the system strategy (Reencountered) and the Specter baseline,
we performed a randomization test where we shuffled the strategy
assignments in our data between Reencountered and Specter 1,000
times, fitting the same CLM model and recording the difference
between Reencountered and Specter coefficients in each resulting
model. We found that the actual observed difference between the
two coefficients significantly differed from the simulated differences,
which fluctuated around zero, allowing us to conclude a signifi-
cant difference in their effects (𝛽reencountered − 𝛽specter = 1.59, 𝑝 =

3.91e-8 < 0.001***). Taken together, our results suggest that the
system approach (Reencountered) significantly outperforms the
three baseline strategies.

6 STUDY 2: FIELD DEPLOYMENT
We conducted a field deployment by recruiting participants from
Study 1 who had planned to conduct a literature review within two
weeks to further understand the costs and benefit of CiteSee in the
real-world. Six participants were recruited (age: 36, 32, 27, 25, 33,
23; five male and one female). Each participant installed CiteSee on
their personal and work computers for one to two weeks. Before
the study, we briefly walked through all the features of CiteSee
in 10 minutes. We also asked participants to keep a diary of their
usage during the deployment via a feedback button in the system.
We explicitly asked them to record interesting experiences using
the reader and record at least six entries during the deployment.

Finally, we scheduled each participant for a 60-minute semi-
structured post-interview one to two weeks after deployment based
on their availability. During the post-interview, participants shared
their screens and performed a retrospective walk-through of their
experiences using CiteSee. This process included reopening papers
they had read during the deployment and talking through their
diary entries with us. All six participants completed the study and
were each compensated $35 USD for their time. The interviews
were recorded and transcribed for an open thematic analysis to cap-
ture rich qualitative insights from their real-world usages [7, 18]. In
our analysis below, even though we listed numbers of participants
associated with each theme, we want to emphasize that we agree
with Clarke and Braun [15] and Vitale et al. [61] that “frequency
does not determine value” and that the goal of our deployment
and interviews were not to capture distribution but to understand
more deeply how CiteSee’s features can be used in real-world liter-
ature review tasks and the costs and benefits of adopting our inline
citation augmentation approach. The study was approved by our
internal review board.

6.1 Study 2 Results
During post-interviews, participants retroactively walked through
how they used CiteSee to conduct literature reviews. We found par-
ticipants conducted a wide range of literature review topics, from
design research to end-user interfaces and interaction techniques to

ID Literature Review Topics
P1 Co-design methodologies and examples. Interaction techniques

for accessing video content.
P2 Tools for collecting textual information. Online sensemaking for

programmers. HCI and large language models
P3 Interactive AutoML systems.
P4 Faceted retrieval interfaces of text documents.
P5 AI-supported qualitative data analysis.
P6 Solving math problems with neurosymbolic AI.

Table 1: Literature review topics conducted by participants
in the field deployment study. P1 and P2 conductedmultiple
literature reviews and the rest focused on a single topic.

machine learning (Table 1). In particular, P1 and P2 each conducted
three literature reviews on different topics, while P3-P6 focused
on a single topic. During deployment, CiteSee processed and aug-
mented inline citations in the papers participants had opened. On
average, each paper contained 41.0 (SD=24.8) inline citations. As ex-
pected, the majority of inline citations were not augmented (88.6%,
SD=24.5%). The augmented portion included 3.3% (SD=8.1%) of in-
line citations to papers familiar to the user (visited, saved, cited,
and own papers, Figure 4), and 8.2% (SD=9.6%) that were also cited
by papers in the user’s reading history (reencountered citations,
Figure 4). Based on the behavior logs, participants were also ac-
tively engaged with the system. We were initially concerned that
highlighting the inline citations may be distracting to users, so we
included a design where users could turn off the highlights and see
relevant citations in a list view (Figure 3). However, behavior logs
showed that participants were actively engaged with augmented
inline citations, and qualitative interviews showed seeing citations
in-context helped users make connections across papers.

During the one-week deployment, each participant opened an
average of 39.3 papers (SD=21) using CiteSee and saved 25.8 papers
(SD=12.2) to their paper library (Table 2). Participants used both
the inline citations and external sources (such as search engines or
social recommendations) to explore and save useful papers. While
a prior survey found inline citations accounted for around 21%
(n=881) of paper discovery during research [33], participants in
our field deployment study used CiteSee to discover useful prior
work via inline citations around 2.7x more frequently than that.
On average, the majority of papers saved in our study came from
examining inline citations (57%, n=6, SD=24%, .95CI[32%,82%]. Ta-
ble 2) and the rest came from sources outside of the system that we
did not track due to privacy concerns (e.g., web searches or social
sharing.)

One explanation is that the inline citation augmentation pro-
vided by CiteSee improved the efficiency of discovering relevant
prior work via inline citations. Evidently, participants were actively
engaged with the reencountered citations highlighted by CiteSee,
and used them to discover and save important prior work. For
example, while reencountered citations only accounted for 8.2%
(SD=9.6%) of the inline citations on average, they made up a dispro-
portionate fraction of the Paper Cards accessed by the participants
(mean=37%, SD=10%; or 4.5 times), suggesting that participants pri-
oritized examining the reencountered citations. More importantly,
beyond attracting users’ attention to interact with the highlighted
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Action P1 P2 P3 P4 P5 P6 AVG SD
Paper Opens 77 48 17 33 33 28 39.3 21.0
Card Opens 62 96 155 207 74 71 110.8 57.9
- FamiliarCite 13% 15% 17% 4% 31% 35% 19% 12%
- RencontrdCite 42% 40% 49% 35% 20% 38% 37% 10%
- NoAgmntation 45% 46% 34% 60% 49% 27% 43% 12%
Paper Saves 33 14 29 14 45 20 25.8 12.2
- FamiliarCite 6% 14% 10% 7% 24% 10% 12% 7%
- RencontrdCite 9% 21% 34% 36% 44% 50% 33% 15%
- NoAgmntation 3% 14% 3% 29% 20% 5% 12% 10%
- Search/External 82% 50% 51% 29% 11% 35% 43% 24%

Table 2: Usage statistics from the field study (Study 2). Par-
ticipants were actively engaged with the system during the
deployment. They also used the Paper Cards inCiteSee to ex-
amine inline citations for bothunexplored reencountered ci-
tations (M=37%, SD=10%), unexplored new citations (M=43%,
SD=12%) and familiar papers (M=19%, SD=12%).
reencountered citations, we also found evidence that when par-
ticipants examined reencountered citations, they had a near three
times higher chance of discovering useful prior work. Specifically,
while participants examined a similar number of augmented in-
line citations as they did unaugmented (43% no augmentations vs
37% reencountered, Table 2), reencountered citations accounted
for nearly three times the number of papers saved from opening a
Paper Card (M = 12% vs 33%).

To better understand qualitative insights from the interviews,
the first author went through the six hours of recording and tran-
scripts in three passes to iteratively highlight interesting quotes and
generate potential patterns until clear higher-level themes emerged
[7, 18]. Overall, participants found value in using CiteSee for litera-
ture reviews. While some participants were initially overwhelmed
trying to memorize the five different visual augmentation types,
they gradually foundmore value after familiarizing themselves with
CiteSee throughout the week. As expected, participants described
a cold-start issue where the system initially only augmented few
citations because their reading history was empty. However, as
participants continued to read and save more papers, CiteSee was
able to capture more signals about their literature review topics and
convey them using different visual augmentations (Figure 4). Below
we list the most common themes from the qualitative analysis to
provide more insights into how these actions benefited participants
during their literature reviews.

6.1.1 Global Citation Counts vs Reencountered Citations (D1,D3).
Since information about reencountered citations based on a

user’s reading history was new to the participants, we explicitly
asked all participants to compare reencountered citations against
the more familiar signal of global citation counts. Instead of ranking
them, most participants found the two signals to be complementary
and both useful. Specifically, most participants (P1, P2, P3, P4, P5)
continued to see global citation counts as a proxy for estimating
the quality for a cited paper, but found reencountered citations to
be a better signal for judging relevance:

“They kind of serve different purposes. These [global
citation] numbers are like “this paper alone, is it worth
reading?” And the stuff below [titles and citing sen-
tences from other papers] actually showed me “is it
related? and how is it related?” – P2

In particular, P3 described changing her prioritization of the two
signals throughout the week. Specifically, as she built up her paper
library and reading history, CiteSee was able to provide more value
highlighting the reencountered citations:

“I remember when I first used [the system]...I looked
at this [global citation counts] quite a lot...But as I
got along, opening papers and added stuff to my li-
brary, more of these [reencountered citations] started
appearing, now when I open the Paper Cards, I relied
more on this [reencountered citations], rather than this
[global citations].” – P3

One exception here is P6 who were cautious about global citation
counts in general and the number of years since published, and
said that she mostly relied on reading the titles and abstracts to
determine paper quality and relevance even before the study.

6.1.2 Highlighting based on Engagement with other Papers (D1).
CiteSee highlighted reencountered citations in different shades

of yellow to indicate potential relevance based on a user’s engage-
ment level with the citing papers. As participants retrospectively
walked through paper they had opened during the deployment, we
asked them to explicitly compare pairs of arbitrary reencountered
citations with darker and lighter shades to probe on their accuracy.
Participants said the different shades of highlights reflected the
relevance of different inline citations based on their own interests
and contexts (P1, P2, P3). One representative example was P1 who
conducted a literature review around interacting with video content
and had developed a higher interest around the subtopic of systems
and interaction techniques over video accessibility:

“Related paper [highlighted reencountered citations
in general] could either be about videos [interactions]
or accessibility.‘ I’m not that interested in accessibility.
So I think these [referring to citing papers in a Paper
Card about accessibility with lowered engagement]
are very accurate signals to me.” – P1

On the other hand, one participant pointed to an edge case of
spending significant amount of time on a paper only to realize it
was unimportant:

“For papers that are in a different field, I might spend
a lot of time to understand them but then decided
it’s not actually what I want. So there’s like a mixed
signal [referring to scroll tracking]” – P2

In our design, users could remove papers from the reading history,
which could potentially address this issue. However, when asked
about this feature, participants either did not want to lose their
reading history (P2) or did not think it was worth the effort (P1).

6.1.3 Triaging between and within Papers (D1,D2).
When opening a paper, CiteSee inserts a summary page at the top

that lists the total count of different augmentation types (Figure 3).
The original intention was to provide the user a quick overview
and to remind them of the different augmentation types supported
by CiteSee. In the interviews, we found participants also used this
summary to make quick judgements about the relevance of new
papers they had opened (P1, P2, P4, P5, P6):
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“I would have 10 tabs opened about faceted search.
Seeing these numbers popping up, I would switch
their horizontal positions. So triaging, ranking, which
I should look at was really helpful.” – P4

In addition to prioritizing papers to read, participants also pointed
to how CiteSee can support skimming papers [4, 19, 28] because
the reencountered citation highlights were often concentrated in
sections that were more relevant to their literature review topics:

“It gives me confidence in making decisions of which
parts of the paper that I should pay attention to... And
I did find that information really useful.” – P4

Similar responses were also observed in [50] for highlighting re-
gions in webpages similar to a user’s previous web clips. Here, we
found evidence that highlighting citations in research papers based
on a user’s reading history had a similar and positive effect.

6.1.4 Remembering Papers from the Past (D2,D3).
Participants also described using CiteSee to help them recognize

and remember previously explored papers (P2, P3, P4, P5, P6). For
example, P5 conducted a more exhaustive search of citations in two
“central” papers, and used the visual augmentations (visited and
saved papers) to keep track of the progress:

“One thing I like was when I save something it turns
into a different color. It allows me to identify which
papers are already in my reading list [library], and
which ones need to be considered...It’s a time consum-
ing and error prone task [when not using CiteSee]” –
P5

When saving a cited paper from its Paper Card, CiteSee also
records the current paper and the citing sentence to help users
remember why a paper was saved in the future (Figure 2). When we
retrospectively walked through papers in users’ library, we probed
whether this information provided value or if the titles and abstracts
of saved papers were sufficient. Participants pointed to examples
where this additional context was useful:

“Usually abstracts and titles does not give me enough
information about why I saved it, because a paper can
talk about a lot of different things. For example this
title is super vague, but here [the saved from citing
sentence], it talks about ‘time spend.’ It gives me a
better sense of why.” – P5

While outside the scope of this work, participants also pointed
out that further customization of context could be useful, such as
attaching notes or specific sentences from the current paper.

6.1.5 Sensemaking across Multiple Papers (D1,D2,D3).
Leveraging different features in CiteSee, participants described

how it improved their process of exploring many papers for lit-
erature reviews compared to existing processes. For example, P3
compared paper discovery in CiteSee to a search engine, and found
using CiteSee led to finding more relevant prior work:

“I think this extension changes myworkflow in a good
way. I can immediately get context for the citations
and find relevant things to add to my library. If I just
use ‘AutoML’ to search on Google Scholar, there’s
going to be a lot of not relevant things that’s purely

of ML techniques. But yeah, using the reader I can
bring up papers that are more [relevant] on the HCI
side of things.” – P3

Finally, participants pointed to how using CiteSee provided bet-
ter situational awareness of the connections between many papers
(P3, P4, P5). P5 in particular described how this allowed him to
quickly identify “central” papers important in the domain and dis-
cover different sub-domains based on seeing patterns in the citing
sentences connecting different pockets of work:

“You are tracking which papers I have opened or read,
citing sentences, and which papers cited which pa-
pers. It give me a sense of the citation network and
what this space is about. I can see ‘Cody’ seems like
a recent and central paper. It also showed me people
are doing mix initiative stuff, and optimizing features
for qualitative analysis and active learning. I can see
common papers that are closely related to each other.”
– P5

6.1.6 Volunteered Continued Usage in the Wild. Finally, we also
found that 4 out of the 6 participants continued to be actively en-
gaged with CiteSee after the study had concluded for more than
two months (62, 74, 112, 121 days at the time of writing). Consider-
ing how they volunteered to use our research prototype under no
obligations nor rewards, we see this as a promising indication that
tightly integrating personalized paper discovery support in a read-
ing environment can provide continued value to our participants
in real-world settings.

7 LIMITATIONS AND FUTUREWORK
While CiteSee used a slider that allowed users to adjust the length
of reading history considered by the system (Figure 5), a future
direction is to provide better support for users interleaving read-
ing for multiple tasks. Potential solutions includes allowing users
to explicitly create and specify current literature review context
(e.g., creating topical projects or library folders) or automatically
identify parts of a reading history relevant to the current paper.
Participants in study 2 agreed that our simple weighting heuristics
based on scroll positions and saving to library led to highlighting
shades that reflected their personal interests in the wild. Primarily,
users sometimes open many papers from a search result but only
to quickly close many after skimming the abstracts to filter our
ones that were not relevant enough. This simple heuristic allowed
CiteSee to avoid over-highlighting inline citations based on papers
loaded in background tabs or less relevant papers quickly closed
by the users. In addition, the simple 5-point heuristic for reencoun-
tered citations could become over-saturated over prolonged usage
(depending on the sparsity of citations in an area of interests). We
did account for this when designing CiteSee in two ways: 1) When
a user opens or saves a reencountered citation, they become “fa-
miliar” and are no longer highlighted in yellow. 2) In the paper
cards, users could explicitly click on “remove highlight” to prevent
it from being highlighted in the future. While participants in the
week-long deployment did not point to having too few or too many
citations being highlighted, we did observe an increase in propor-
tion of inline citations being slightly highlighted in the second half
of the week (M=13.0% SD=10.2%). Future work could conduct longer
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deployment studies to develop more sophisticated approaches to
track and analyze users’ reading behaviors for predicting paper rele-
vance more accurately. For example, we could solicit gold-standard
personalized paper relevance ratings and correlate them to behav-
ior traces such as reading time and mouse hovering patterns [52].
However, prior work has also shown even users could face high
uncertainty when highlighting manually during sensemaking tasks
[11], and it is not apparent that further improving the highlight
shading accuracy would have significant benefit.

While exploiting citations to recommend papers can be power-
ful and easy for the users to understand, this common approach
[12, 24, 26, 29, 38, 47, 63] can potentially introduce echo chamber
effects. One way to mitigate this is to incorporate semantic similar-
ity signals into the highlighting strategy so that the system is able
to also highlight prior work that has not yet been cited by many
papers. For example, we could incorporate the Specter baseline
from Study 1, which also had a significant and positive effect on
the Likert-scale rating, to help users further triage inline citations
that were not highlighted based on citation signals. This approach
has the potential of nudging users to explore semantically similar
prior work not are not commonly cited by their reading histories.
Another potential direction is to show paper recommendation in
the margins based on what was cited in the current paper, similar
to the design shown in [49]. Finally, a more aggressive approach
could be suggesting further search query terms based on a user’s
reading history to further their breath of paper exploration using
techniques similar to [42, 43]. However, presenting paper and query
suggestions while not disrupting a user’s reading flow is likely an
important challenge.

Finally, while our work focuses on the exploration and discovery
aspects of literature review, many participants also pointed to the
potential of supporting manual note-taking and synthesis across
multiple papers. One promising direction is to generalize the idea of
consistent Paper Cards in this work and support scientific concepts
in papers for learning. For example, a practitioner learning about
machine learning could bring up Concept Cards for language models
and transformer models when mentioned in the current paper and
see prior notes and relevant paragraphs gathered from papers she
has recently read to keep track of important concepts used across
literature. Recent work both in NLP on linking scientific concepts
[10] and in HCI on in-situ web clipping, organization and main-
taining provenance [25, 35] could potentially lead to techniques for
driving this novel interaction for scholarly research support.

8 CONCLUSION
In this paper, we introduce CiteSee, a novel scientific paper reading
tool that provides a personalized literature review experience. Cite-
See leverages a user’s prior research activities to augment inline
citations in the current paper, which helps the user contextualize
the current paper and explore prior work relevant to their literature
reviews. Our designs were motivated by an exploratory interview
study and combined ideas from prior work in intelligent reading in-
terfaces that focused on non-personalized, single-document reading
support and recommender systems that focused on non-reading pa-
per discovery. Through a lab study, we found our strategy of using
reading history to augment inline citations to be significantly more

effective in helping users discover prior work compared to three
baseline strategies. Through a week-long field deployment study,
participants conducting real-world literature reviews valued the
additional personalized context around inline citations provided by
CiteSee, which allowed them to have better situational awareness
when exploring many papers.
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